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**Постановка задачи:**

1. Написать программу, которая будет решать СЛАУ методом Гаусса.
2. Используя технологию MPI, распараллелить решение.

**Решение:**

#include <mpi.h>

#include <random>

#include <iostream>

void init\_matrix(float\* pMatrix, int Size) {

std::default\_random\_engine generator;

std::normal\_distribution<double> randomize(-10, 100);

for (int i = 0; i < Size; i++) {

for (int j = 0; j < Size; j++)

pMatrix[i \* Size + j] = randomize(generator);

}

}

int main(int argc, char\* argv[]) {

int size\_matrix = 1000;

double begin;

double end;

int rank;

int count\_process;

MPI\_Init(&argc, &argv);

MPI\_Comm\_rank(MPI\_COMM\_WORLD, &rank);

MPI\_Comm\_size(MPI\_COMM\_WORLD, &count\_process);

int current\_num\_row = size\_matrix / count\_process;

float\* matrix = new float[size\_matrix \* size\_matrix];

init\_matrix(matrix, size\_matrix);

float\* current\_matrix = new float[size\_matrix \* current\_num\_row];

MPI\_Scatter(matrix, size\_matrix \* current\_num\_row, MPI\_FLOAT, current\_matrix,

size\_matrix \* current\_num\_row, MPI\_FLOAT, 0, MPI\_COMM\_WORLD);

float\* rows = new float[size\_matrix \* current\_num\_row];

if (rank == 0) {

begin = MPI\_Wtime();

}

for (int i = 0; i < (rank \* current\_num\_row); i++) {

MPI\_Bcast(rows, size\_matrix, MPI\_FLOAT, i / current\_num\_row, MPI\_COMM\_WORLD);

for (int j = 0; j < current\_num\_row; j++) {

for (int k = i + 1; k < size\_matrix; k++) {

current\_matrix[j \* size\_matrix + k] -= current\_matrix[j \* size\_matrix + i] \* rows[k];

}

current\_matrix[j \* size\_matrix + i] = 0;

}

}

int pivot\_colum;

for (int i = 0; i < current\_num\_row; i++) {

pivot\_colum = rank \* current\_num\_row + i;

for (int j = pivot\_colum; j < size\_matrix; j++) {

current\_matrix[i \* size\_matrix + j] /= current\_matrix[i \* size\_matrix + pivot\_colum];

}

current\_matrix[i \* size\_matrix + pivot\_colum] = 1;

memcpy(rows, current\_matrix + (i \* size\_matrix), size\_matrix \* sizeof(float));

MPI\_Bcast(rows, size\_matrix, MPI\_FLOAT, rank, MPI\_COMM\_WORLD);

for (int j = i + 1; j < current\_num\_row; j++) {

for (int k = pivot\_colum + 1; k < size\_matrix; k++) {

current\_matrix[j \* size\_matrix + k] -= current\_matrix[j \* size\_matrix + i] \* rows[k];

}

current\_matrix[j \* size\_matrix + pivot\_colum] = 0;

}

}

for (int i = rank \* current\_num\_row + 1; i < size\_matrix; i++) {

MPI\_Bcast(rows, size\_matrix, MPI\_FLOAT, i / current\_num\_row, MPI\_COMM\_WORLD);

}

MPI\_Barrier(MPI\_COMM\_WORLD);

if (rank == 0) {

end = MPI\_Wtime() - begin;

}

MPI\_Gather(current\_matrix, size\_matrix \* current\_num\_row, MPI\_FLOAT, matrix,

size\_matrix \* current\_num\_row, MPI\_FLOAT, 0, MPI\_COMM\_WORLD);

if (rank == 0) {

std::cout << "Size = " << size\_matrix << "\nTime: " << end << "second" << std::endl;

}

MPI\_Finalize();

delete[] matrix;

delete[] current\_matrix;

delete[] rows;

}

**Тесты**

Таблица 1 – Замеры времени для разного количества процессов

|  |  |  |  |
| --- | --- | --- | --- |
| Количество переменных | 1 ядро, сек | 4 ядра, сек | 6 ядер, сек |
| 100 | 0.0007341 | 0.0004767 | 0.0008727 |
| 1000 | 0.18064 | 0.0707087 | 0.0609431 |
| 5000 | 29.4611 | 16.0513 | 14.2805 |